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Image generation 
is one of the most 
popular AI tools. By 
exponentially low-
ering the requisite 
skill, high-quality 
content can now 
be generated re-
markably quickly. 
Last Week Tonight 

perfectly showcased the ease, power, 
and creativity of AI-generated imag-
es by showcasing host John Oliver’s 
passionate yet mariticidal affair with 
a cabbage, all generated with simple 
user prompts. With these tools’ in-
creasing pervasiveness, legal issues 
will inevitably impact several indus-
tries. This article will examine how 
AI-generated images could disrupt at 
least one legal barrier that many doc-
umentary filmmakers must overcome 
to distribute their films.

Documentary filmmakers are often 
required to purchase insurance on 
their films to limit film festivals’ lia-
bility from a copyright infringement 
suit. Entering films in festivals is not 
only important for the distribution of 
a film, but it can also be a dream for 
many. Insurance carriers, or some-
times just the film festivals them-
selves, require a letter from an attor-
ney explaining whether the film’s use 
of copyrighted materials is protected 
under fair use. A filmmaker fills out 

a timestamped sheet with the source 
and owner of the clip to facilitate the 
attorney’s recommendation. The at-
torney will then analyze the film and 
the copyrighted material to deter-
mine the fair use strength of each clip 
and counsels the client both on the 
efficacy of their fair use and recom-
mends what steps can bring that film 
into greater fair use compliance.

Documentary filmmakers com-
monly rip images to comment on and 
weave a narrative. Legally, these film-
makers are allowed to use these ripped 
images if they make fair use of the 
images. Making fair use is ultimately 
a judicially determined doctrine de-
termined by a four-factor test: (1) the 
purpose and character of the use, (2) 
the nature of the copyrighted work, 
(3) the amount and substantiality of
the portion used in relation to the
copyrighted work as a whole, and (4)
the effect of the use upon the poten-
tial market for or value of the copy-
righted work.

AI-generated images disrupt this 
process between an attorney and a cli-
ent because AI images conceal the clip 
source and thus the owner. AI tools 
do not disclose how its algorithm ar-
rives at its final product, such as what 
images the algorithm is using, learn-
ing from, and/or combining. Without 
knowing these sources, an attorney 
cannot determine fair use factor 3, 

the amount and substantiality of the 
portion used in relation to the copy-
righted work as a whole. Even a small 
portion of a borrowed clip could weigh 
against this factor if the borrowed 
portion goes to the heart of the origi-
nal source’s purpose. Additionally, the 
now-unknown image’s owner usually 
helps an attorney counsel which own-
ers are particularly litigious and which 
owners are open to reasonable licens-
ing fees. Without this knowledge, an 
attorney’s advice will be limited and 
could impede an attorney from mak-
ing any recommendation.

Even if some attorneys, recogniz-
ing the risk of AI-generated images, 
decide to greenlight AI images, insur-
ance carriers may increase the costs 
of insurance for AI-created images to 
balance out the uncertain risk for how 
courts will handle this new technol-
ogy. This could create a chilling ef-
fect on independent and low-income 
filmmakers from producing content 
with AI images, leaving the AI film 
landscape to larger corporations who 
have a strong legal infrastructure to 
support their films.

However, fair use is a holistic anal-
ysis that allows for the strengthening 
of some factors over the weaknesses of 
others. The ease with which these tools 
can transform works provides a simple 
workaround to transform copyright-
ed images and clips into fair use. Al-
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though the use of the image in relation 
to the copyrighted work as a whole (fair 
use factor 3) may be obscured, film-
makers can focus on and strengthen 
transformative uses (fair use factor 1), 
i.e., uses that add something new with 
a further purpose or different charac-
ter. If an attorney finds that an AI clip 
is not strong fair use, an attorney can 
counsel a client to further use that AI 
tool or other tools to add elements to 
illustrate their point.

Take for example, a documentary 
filmmaker following the Sacramen-
to Kings this year. Asking an AI image 
generator to show a sequence of imag-
es that illustrate De’Aaron Fox’s clutch 
shot making this year could produce a 
series of images that closely resemble 
the NBA’s copyrighted material. Since 
buzzer beaters and clutch shots would 
likely go to the heart of the NBA’s 
copyrighted material for that game, 
this would run against the substantial-
ity of the portion used in relation to the 
copyrighted work as a whole. Howev-
er, using AI tools to further transform 
the images such that the crowd is sur-
rounded by a desert that transforms 
into an oasis upon the basketball slip-
ping through the orange rim, illus-
trating that the Kings’ 16-year play-
off drought has ended, would make a 
stronger case for fair use because the 
filmmaker would be ensuring that ad-
ditive creative elements are illustrating 
the underdog growth narrative of the 
Kings. Recognizing the potential for 
copyright infringement, filmmakers 
should be able to make better fair use 
of their films by focusing on adding 
transformative elements.

Viewing the AI legal complications 
from the other side, this AI black box 
will also frustrate the owners of a 

copyright from exercising their rights. 
Artists are already complaining that 
AI image generators have been train-
ing their algorithms on their art with-
out their permission. Early this year, 
three artists and Getty Images sepa-
rately filed copyright lawsuits against 
Stable Diffusion, citing evidence that 
the algorithm could output images 
that closely resembled already exist-
ing images. A user’s belief that their 
AI-generated image is uniquely gen-
erated combined with the inability to 
check reference images incentivizes 
a willful blindness to copyright in-
fringement, endangering the original 
market. This disruption of the origi-
nal market runs against fair use factor 
4 and further cautions against simple 
uses of the algorithm. The separa-
tion between the algorithm’s deci-
sion-making and the user’s interface 
makes turning a blind eye to copyright 
infringement easier than ever.

How these algorithms arrive at their 
final products will likely be pivotal in 
the algorithms’ legality. Although the 
class action lawsuit filed by the three 
artists may oversimplify the AI algo-
rithms as a “complex collage tool,” 
the truth may be closer to a drawing 
algorithm that learned to draw based 
on copyrighted images. If this lat-
ter representation is more accurate, 
the precedent for cases of copyright 
infringement on novel technologies 
that privately train an algorithm on 
massive amounts of copyrighted ma-
terial have weighed in favor of the al-
gorithm’s legality.

For example, in Authors Guild, Inc. 
v. Google, Inc., 721 F.3d 132 (2d Cir. 
2015), an appeals court found that 
Google was not infringing copyright 
when it scanned books in libraries to 

create a book search engine but did 
not publish the books. In A.V. v. iP-
aradigms, L.L.C., (4th Cir. 2009), an 
appeals court rejected a copyright 
lawsuit against TurnItIn, where the 
lawsuit claimed that the company 
infringed students’ copyrights by in-
ternally archiving essays without per-
mission. The court noted that since 
the students’ essays had not been 
published, the service was not a sub-
stitute for the essays.

Both cases focus on the disruption of 
the original market and found that the 
cases did not run against fair use factor 
4. Like in those cases where the courts 
found that leveraging large amounts 
of copyrighted material to train a pro-
gram was not copyright infringement, 
perhaps the courts will similarly find 
for the legality of these AI image gen-
erators because the AI is not publicly 
publishing a “collage” of images, but 
rather privately using images to train a 
unique drawing algorithm.

In conclusion, while AI tools’ black 
box decision making can frustrate 
both artists attempting to make fair 
use and the owners of the copyright 
from accessing existing legal process-
es, transformative uses of these AI 
tools will bolster filmmakers’ ability 
to transform art into their own unique 
works. Hopefully, the AI tools’ owners 
or others in the industry will recognize 
the legal difficulties the technologies 
bring and create other tools to bolster 
transparency of the algorithm and as-
sist the rights of copyright holders.
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