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Data integrity and AI: The old problem is a
new problem | IP Frontiers

In Harry Potter and 
the Chamber of Se-
crets, Arthur Weasley 
advises, “Never trust 
anything that can think 
for itself if you can’t 
see where it keeps its 
brain.”  Despite speak-
ing about a bewitched 
journal, Mr. Weasley’s 

words are also applicable to many issues 
attorneys are running into when deciding 
when and how (and if) to integrate AI use 
into their practices.  Part of the “magic” 
of generative AI is that one can put in a re-
quest and get an answer without doing the 
grunt work of parsing through mountains 
of data or manually incorporating visu-
al elements in a creative process – it is a 
shortcut to a final product.

But part of that magic is that one cannot 
see behind the curtain. Most AI users don’t 
know where the AI they are using “keeps its 
brain” and part of that is that they do not 
know what data are being utilized to gen-
erate the answer, the AI’s process to move 
from these data to the answer, nor what 
data were used to teach the AI how to arrive 
at the answer. The veracity of an answer 
produced by generative AI is wholly depen-
dent on data its algorithms access, not just 
to produce the answer, but also, the data 
that (continually) trains its algorithms.

Much generative AI is continuously 
self-learning so maintaining data quality 
is an ongoing issue. Years ago, my mother 
took a cooking class and was shocked by 
how many rich ingredients the teacher was 
adding to a dish she was making. When my 
mother questioned the use of these ingre-
dients in place of lighter substitutes, the 
teacher retorted, “What you put in, you 
get out, there are no surprises.”

Meanwhile, database programmers are 
all familiar with the old adage: “Garbage in, 
garbage out.”  The data integrity challenge is 
not new, but with AI, there is a necessity that 
the data remain constant through the life and 
use of the AI. The importance of these data 
is paramount especially because one cannot 
really see where it “keeps its brain” so seeing 
what is shaping this brain is important.

Data utilized by AI algorithms is not a neat 
and tidy proposition. If one is utilizing AI 
with a closed universe of data from which 
to produce answers, a user can arguably feel 
more secure that the results are not halluci-
nations (false information created/supplied 
by AI). But one receiving an answer that is 
not a hallucination is far different than re-
ceiving a best answer. One can close and 
carefully curate data drawn upon for an-
swers (understanding the risks of stale data 
being provided to form the answer), but one 
cannot as easily limit the data the AI uses to 
train itself to provide those answers.

In an ideal world, where every user who 
interacts with AI is attempting to follow 
best practices, the AI would learn and im-
prove and become more useful in respond-
ing to requests; but not all users are good 
actors and whether because they are ne-
farious or just bored, some users may take 
great enjoyment from interacting with AI 
and through these interactions, training it 
to “think” differently.

Controlling AI interactions to avoid incor-
rect answers or interactions, whether they 
are hallucinations or just offensive, can ad-
versely affect the AI’s functionality as well. 
When chatbot Tay lasted only 16 hours on 
social media before its posts became wild-
ly offensive, Microsoft replaced it with Zo. 
Zo had fewer instances of making offensive 
posts, but to address these posts, Zo was 
prevented from chatting about various sub-

jects. Zo’s functionality was compromised 
and Zo was accused by investigative jour-
nalist Chloe Rose Stuart-Ulin of being “a 
judgmental little brat,” when one attempts 
to converse with it on forbidden subjects.

To avoid hallucinations, best practic-
es include data transparency. In this case, 
data transparency means understanding 
not only the data from which AI will pull 
results but understanding what data is 
and can be utilized to train the AI. An ad-
vantage of machine learning used by AI is 
speed.  Machine learning algorithms can 
digest significant amounts of data and find 
patterns and relationships both to train 
the algorithms and to provide answers that 
could not reasonably be provided by a hu-
man or a team of humans within a work-
able amount of time.

But there is a risk in not knowing the 
content and integrity of these data. One 
could argue that the necessity to moni-
tor these data compromises the speed at 
which the AI can provide results; but un-
derstanding these data is how one can see 
(to any degree) the brain of the AI.

When receiving an answer from an 
AI engine, one may wish to ask not only 
whether the answer is correct, but also, 
the practices surrounding the data that 
formed the foundation of the answer.  
Proprietary creators of AI are arguably less 
likely to share the details of the algorithms, 
but the practices surrounding maintaining 
the integrity of the data that the AI utiliz-
es, both to learn and to respond, are useful 
avenues of inquiry.
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